Stochastic Processes

M arkov Processes and Markov
Chains

Birth Death Processes
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Stochastic Process X(t)
Process takes on random values, X(t)=X,.........., X(t,)=X,
attimest,,......., t,
The random variables x,,........, X,.... are specified by specifying

their joint distribution.

One can also choose the time pointsty,........, t, .... (where the
process X(t) is examined) in different ways.
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Markov Processes

X(t) satisfies the Markov Property (memoryless) which
statesthat -

P{X(ts 1)= X 2] X(tn) =X v ve X()=X0}= P{X (tre )= Xors 1] X(t)= X0}

for any choice of timeinstantst;, i=1,...... , Nwhere t;>t,
for j>k

Memoryless property as the state of the system at future timet,, , is
decided by the system state at the current time t, and does not
depend on the state at earlier time instantst,,........, t,;
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Restricted versions of the Markov Property leadsto -

(8) Markov Chains over a Discrete State Space

(b) Discrete Time and Continuous Time Markov Processes and
Markov Chains

Markov Chain  State Spaceis discrete (e.g. set of non-
negative integers)

Discrete Time  State changes are pre-ordained to occur
only at theinteger points 0, 1, 2, ......, n
(that is at the time pointst,, t;, t,,......, t,)

Continuous Time State changes may occur anywherein time

Copyright 2002, Sanjay K. Bose




In the analysis of simple queues, the state of the queue may be
represented by a single random variable X(t) which takes on
integer values{i, i=0, 1.....,} at any instant of time.

The corresponding process may be treated as a
Continuous Time Markov Chain

since time is continuous but the state space is discrete
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Homogenous Markov Chain

A Markov Chain where the transition probability
P{Xu1=1 | X=i}
isthe same regardless of n.

Therefore, the transition probability p; of going from state i to
state j may be written as
P = P{Xu =i [ X=1} 7'

It should be noted that for a Homogenous Markov chain, the
transition probabilities depend only on the terminal states (i.e.
the initial state i and the final state j) but do not depend on
when the transition (i® j ) actualy occurs.
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1-p

Discrete Time Markov Chain

Transition from State A

P{system stays in state A for N time units | given that the
systemis currently in state A} = pN

P{system stays in state A for N time units before exiting
fromstate A} = pN(1-p)

Distribution is Geometric, which is memoryless in nature
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Continuous Time Markov Chain

Transition from State A

P{systemin state A for time T | system currently in state A}
T
=(1- nDt)/Dt ®e™ D® 0

Thisisthe (1- cdf) of an exponential distribution

Distribution is Exponential, which is memorylessin nature
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Important Observation

“In a homogenous Markov Chain, the distribution of time
spent in a state is (a) Geometric for discrete time or (b)
Exponential for continuous time"

Semi-Markov Processes

In these processes, the distribution of time spent in a state can
have an arbitrary distribution but the one-step memory feature
of the Markovian property is retained.
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Discrete-Time M arkov Chains

The sequence of random varidbles X; X, .......... forms a
Markov Chain if for al n (n=1, 2, .......... ) and all possible
values of the random variables, we have that -

PIX=T I X Z i, X1 in b= PIX=] | Xoq=ina}

Note that this once again, illustrates the one step memory of
the process
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Homogenous Discrete-Time Markov Chain

The homogenity property additionally impliesthat the state transition
probability

Pi= P{X=1 | Xoa=i}
will also be independent of n, i.e. the instant when the transition
actually occurs.

In this case, the state transition probability will only depend on the
value of theinitial state and the value of the next state, regardless of
when the transition occurs.
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Homogenous Discrete-Time Markov Chain

The homogenity property aso implies that we can define am-step
state transition probability as follows

. . o -
pi(jm) =|:){Xn+m= J |Xn =|}=a pi(krn Y plq' rn:z’ 3’
"k
where p;™ is the probability that the state changes from state i
to state j in m steps.

This may also be written in other ways, though the value
obtained in each case will be the same. For example, we can also
write

P = P(X o = 11X, =} = @ Pypy
"k
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Irreducible Markov Chain

Thisis a Markov Chain where every state can be reached from
every other state in afinite number of steps.

Thisimplies that k exists such that p;® for " i, j.

If aMarkov Chainisnot irreducible, then -

(a) it may have one or more absorbing states which will be states
from which the process cannot move to any of the other states,

or
(b) it may have a subset of states A from where one cannot move

to statesoutside A, i.e. in A©
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Classification of States for aMarkov Chain

f,™ = P{system returnsto state

Transent if fi<1 j exactly n steps after leaving

dtate j}
Setei Recurrent Null
I if Mi=p X w

Recurrent fi=a f

if fj: 1 n=1
Recurrent Non-null
or Positive Recurrent ¥
if Mi<p M; =g nf®

n=1

f, = P{ system returnsto state j some time after leaving state j}

M; = Mean recurrence time for state |
= Mean number of stepsto return to state j after leaving state j
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Statej is periodic with respect to a (a >1), if the only possible
stepsin which state j may occur are a, 2a, 3a................

In that case, the recurrence time for statej has period a.

Statej issaid to be aperiodic if a=1

A recurrent state is said to be ergodic if it is both positive
recurrent and aperiodic.

An ergodic Markov chain will have al its states as ergodic.

An Aperiodic, Irreducible, Markov Chain with a finite number of
states will always be ergodic.

The states of an Irreducible Markov Chain are either al transient,
or al recurrent null or al recurrent positive. If the chain is
periodic, then all states have the same period a.
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In an irreducible, aperiodic, homogenous Markov Chain, the limiting
state probabilities p=P{ state j} always exist and these are independent
of the initial state probability distribution

and

All states are transient, or all states are recurrent null - in
either this case, the state probabilities p’s are zero for all states
and no stationary state distribution will exist.

All states are recurrent positive - in this case a stationary
or distribution giving the equilibrium state probabilities
existsand isgiven by p=1/M, " |.
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The stationary distribution of the states (i.e. the equilibrium state
probabilities) of an irreducible, aperiodic, homogenous Markov
Chain (which will aso be ergodic), may be found by solving a set of
simultaneous linear equations and a normalization condition.

P =Q PP " Balance Equations
anp=1 Normalization
" Condition

If system has N states, j=0, 1, ....., (N-1), then we need to solve
for pg, Pys- - ---» Pr-g USING the Normalization Condition and any
(N-1) equations from the N Balance Equations
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Birth-Death Processes

Homogenous, aperiodic, irreducible (discrete-time or continuous-
time) Markov Chain where state changes can only happen
between neighbouring states.

If the current state (at time instant n) is X =i,then the state at the
next instant can only be X.,,,= (i+1), i or (i-1).

Note that states are represented as integer-valued without |oss of
generality.

Pure Birth Pure Death

No decrements, only increments No increments, only decrements
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Continuous-Time Birth-Death M arkov Chain

Let | bethebirth rate in state k
m, be the death rate in state k

Then P{statekto statek+1intimeDt} =1 (Dt)
P{state k to state k-1 in time Dt} = m(Dt)
P{state kto statekintimeDt} =1- (I , + m)(Dt)
P{ other transitionsin Dt} =0

D® 0

System State X(t) = Number in the system at time t

= Tota Births- Total Deathsin (0, t)
assuming system starts from state O at t=0

Theinitia condition will not matter when we are only
interested in the equilibrium state distribution.
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P() = P{X(0)=K}

= Probability systemin
statek at timet.

State Transition Diagram for a Birth-Death Process
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The state transitions from time t to t+ Dt will then be governed by

the following equations -

Po(t +Dt) = po(t)[1- | oDt] + p,(t)mDt

Py (t+Dt) = p (O[L- (I + m)Dt] + py_q (0] 1Dt + Py () My, DL

¥
a P =1
k=0
Di® 0
dp, (t ‘ A
B~ b))+ mpy ()
dp, (t
%() == (L MO+ 1Pea®) + Mg Pea @) > (26)
3
a h(t)=1
k=0 J
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Obtain the equilibrium solutions by setting
dp () _
dt
and obtaining the state distribution p; " i such that the
normalization condition
3
anp-=1
i=0
is satisfied.
22
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Thisyields the following equations to be solved for the state
probabilities under equilibrium conditions-

| oPo = Mp, =0
I k—lpk——l + m<+1pk+1= (I k+m<)pk k= 1,2,3, ...... ,
s
ia:-o P =1 Product Form Solution
_ e 1
P =P —U (27
. ei=0 M1 u
The solution is - 1
Po = ¥ k1
1+ é i (2.8)
k=1 i=0 ''1+1
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Instead of writing differential equations, one can obtain the
solution in asimpler fashion by directly considering flow
balance for each state.

(8) Draw the state transition diagram

(b) Draw closed boundaries and equate flows across this
boundary. Any closed boundary may be chosen for this.

If the closed boundary encloses state k, then we get

Global Balance

Flow entering statek =1 , ;p,.; + M. 1P = (I  + -
g kPt F M 1P = (Lt MIP Equation for statek

=Flow leaving state k
as the desired equation for state k

(c) Solvethe equationsin (b) along with the normalization
condition to get the equilibrium state distribution.
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It would be even simpler in this case
to consider a closed boundary which @ @

isactually closed at infinity

Thiswould lead to the followin ation
iswou wing equati Detailed

Flow from state k-1 to k = Flow from state k to k-1 Balance
Equation
| 1Py-1= My q

The solution for this will be the same as that obtained earlier
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In general, the equations expressing flow balancein a
Birth-Death Chain of thistype will be -

) ) Global Balance Equations
abp;=pja pj
it it

Closed boundary encircling each state j

Detailed Balance Equations

Equates flows between statesi and j, ina

Pi B = P; Pji pair-wise fashion.
Boundary between statesi and |, closed at
+¥ and -¥
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Conditionsfor Existence of Solution for Birth-Death
Chain

_g 81U
a=a eO u (a) All states are transient, if
. andonly if a =¥,b <¥
> (b) All states recurrent null, if
andonly if a =¥, b =¥
(c) All statesergodic, if and
onlyifa <¥,b =¥

Equilibrium Sate Distribution will exist
only for the case where all the states are
ergodic and hence, the chain itself isaso
ergodic
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